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Dynamic Networks

Suel, Garcia-Ojalvo, Liberman, 
Elowitz – Nature 2006

http://maps.google.com

http://www.sigalert.com



Given a genetic network structure, how do we build an accurate model?

We’ll use a simple genetic network as a case study and ask:

1. Is it possible to estimate parameters accurately even when 
measurements are noisy?

2. If we can choose an input to the system (even if it’s very simple), 
what should we choose?



Bistable Switches Can Encode Low and High States
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A Synthetic Genetic Bistable Switch

Gardner, Cantor, Collins – Nature 2000

A B - GFP



A Mathematical Model for a Bistable Switch

pA concentration of protein A
pB concentration of protein B
α effective protein production rate
n     cooperativity

Assumptions:
- System is symmetric
- Translation dynamics are fast
- Continuous dynamics
- many more…

Parameter Identification Problem: Find α and n given measurements of pA and pB



Measurement Noise

Guassian white noise 
with variance ρ

Output Equation:

ρ = 10-3

ρ = 100

ρ = 103

ρ = 102



Generate Simulation Data to Try Out Parameter ID Methods

Run parameter identification algorithm
Errors are

pA(0), pB(0), α, n picked randomly from a probability distribution

Integrate ODEs with these initial conditions and parameters

Run many times
Find average error

Noise is added to the state measurements



Nonlinear Least Squares Fit is Very Sensitive to Noise

Isolate nonlinear term by calculating derivative
Fit the curve to data, best fit gives α and n
Sources of noise:
- Sensor noise (ρ = 0.02 here)
- Errors in taking derivative

estimate
actual value
average (from probability distribution)



Kalman Filter is an Optimal Linear Estimator

Kalman filter is an optimal recursive data processing algorithm
It predicts the state and then corrects its estimate based on sensor measurements

Goal:

Estimator State estimate (x)^

PlantInput (u) Noisy measurements (y)Sensors

It’s hot outside! I 
think it’s around 

85 degrees.

85 deg.

Weather data from http://www.weather.com

Measure of confidence in 
sensor measurements



Extended Kalman Filter Can Be Used to Identify Model Parameters

State estimate

Measured state

Parameter estimate

Actual parameter value



Extended Kalman Filter Gives Good Parameter Estimates 
Even When Noise is High

Estimates are reasonable even
when the noise is high.



Using Inputs to Improve Parameter Identification
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Inducers as Inputs

0 < u ≤ β
for plausible values of I

If we have control over the input to the system will this help us to identify parameters?

Optimization based approach to selecting inputs



Number of Data Points Required to Obtain a Good Estimate Depends
Upon the Input

Parameter estimate

Actual parameter value

Settling
Time

Settling
Time

piecewise constant
u = 0 (saturating level of inducer)
u = 3.2 (optimal constant input)
u = 10 (no inducer added)

There is a distinct advantage to choosing 
inputs carefully.



Summary

Case study of parameter identification for bistable switch

By using dynamical models to estimate parameters we see a dramatic reduction in estimation error

Choosing appropriate inputs can reduce the estimation time
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